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Chapter 7  Analog-to-Digital 

Conversion (III) 
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 If we relax the condition that the quantization region (except 

for the first and the last one) to be of equal length, then we 

are minimizing the distortion with less constraints 

 The resulting quantizer will perform better than a uniform 

quantizer with the same number of levels 

 We are interested in designing the optimal mean squared 

error quantizer with N levels of quantization with no other 

constraint on the regions 
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 The average distortion D is given by 

 

 

 

 

 There exists a total of 2N-1 variables in this expression 

(a1,a2,…,aN-1 and                      ). Minimization of D is to be 

done with respect to these variables 
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 Differentiating with respect to ai, i=1,2,…,N-1, yields 

 

 

 

     which results in 

 

 

 This result means that, in an optimal quantizer, the midpoints 
of the quantization levels are the boundaries of the quantization 
regions 

 Because quantization is done on a minimum distance basis, 
each x value is quantized to the nearest     , i=1,2,…,N-1 
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 To determine the quantized values     , i=1,…,N, we 

differentiate D with respect to       and define a0=-∞ and 

aN=+∞. Thus, we obtain 

 

 

 

 

 This results in 
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 Eq. (7.2.12) shows that in an optimal quantizer, the 
quantized value (or representation point) for a region should 
be chosen to be the centroid of that region 

 Eq. (7.2.10) and (7.2.12) give the necessary conditions for a 
scalar quantizer to be optimal; they are known as the Lloyd-
Max conditions 

 The Lloyd-Max conditions can be summarized as follows: 

 The boundaries of the quantization regions are the midpoints of 
the corresponding quantized values 

 The quantized values are the centroids of the quantization 
regions 

 These two conditions are necessary conditions, not sufficient 
conditions 
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 Although the Lloyd-Max conditions are very simple, they do 

not result in analytical solutions to the optimal quantizer 

design 

 The usual method of designing the optimal quantizer is to 

start with a set of quantization regions and then, using the 

second criterion, to find the quantized values. Then, we 

design new quantization regions for the new quantized values, 

and alternate between the two steps until the distortion does 

not change much from one step to the next 

 Table 7.2 shows the optimal nonuniform quantizer for a 

zero-mean, unit-variance, Gaussian source 
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 If a general Gaussian source with mean m and variance σ2 is 

used, then the values ai and      read from Table 7.2 are 

replaced with m+σai and              , respectively 

 Example 7.2.3. How would the results of Example 7.2.1 

change if, instead of the uniform quantizer shown in Fig. 7.3, 

we used an optimal nonuniform quantizer with the same 

number of levels? 

 We can find the quantization regions and the quantized values 

from Table 7.2 with N=8, and then use the fact that our 

source is an N(0,400) source, i.e., m=0 and σ=20. 
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 Example 7.2.3. (Cont’d) All ai and      values read from the 

table should be multiplied by σ=20 and the distortion has to 

be multiplied by 400 

 The SQNR is  

 

 

    which is 3.84 dB better than the SQNR of the uniform 

quantizer 
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 In scalar quantization, if we are using a 4-level scalar 

quantizer and encoding each level into two bits, we are using 

two bits per each source output. For example, see Fig. 7.4 

 The idea of vector quantization is to take blocks of source 

output, and design the quantizer in the n-dimensional 

Euclidean space, rather than doing the quantization based on 

single samples in a one-dimensional space 
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 If we consider two samples of the source at each time, and 

we interpret these two samples as a point in a plane, the 

quantizer partitions the entire plane into 16 quantization 

regions, as shown in Fig. 7.5 

 

 

 

 



Vector Quantization (4/7) 

15 

 If we allow 16 regions of any shape in the two-dimensional 

space, we are capable of obtaining better results than uniform 

quantization in the two-dimensional space 

 This is equivalent to four bits per two source outputs or two 

bits per each source output 

 If we are relaxing the requirement of having rectangular 

regions, the performance may be improved 
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 Let us assume that the quantization regions in the n-

dimensional space are denoted by Ri , 1≦i≦K. These K 

regions partition the n-dimensional space 

 Each block of source output of length n is denoted by the n-

dimensional vector x    Rn. If x   Ri, it is quantized to Q(x)= 

xi 

 If there are a total of K quantized values, log2K bits are 

enough to represent these values. This means that we require 

log2K bits per n source outputs, or the rate of the source 

code is 

                                                          (bits/source output) 
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 Fig. 7.6 shows a quantization scheme for n=2 
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 The optimal vector quantizer, of dimension n and number of 

levels K, chooses the regions Ri’s and the quantized values  xi’s 

such that the resulting distortion is minimized 

 Borrowing the idea of optimial scalar quantization, we obtain 

the following criteria for an optimal vector quantizer design: 

1. Region Ri is the set of all points in the n-dimensional space 

that are closer to xi than any other xj, for all j≠i; that is, 

           Ri      x              x-xi          x-xj 

 2.    xi is the centroid of the region Ri; that is,  
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 In the encoding process, a sequence of bits are assigned to 

different quantization values 

 If there are a total of N=2ν quantization levels, ν bits are 

sufficient for the encoding process 

 Since the sampling rate is fs samples/second, we will have a 

bit rate of R=νfs bits/second 

 Natural binary coding (NBC) assigns ν zeros to the lowest 

quantization level, ν ones to the highest quantization level 

 Gray coding is to encode the quantized levels in a way that 

adjacent levels differ only in one bit 
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 Generate Gray codes 
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