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Chapter 7  Analog-to-Digital 

Conversion (II) 
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 In scalar quantization, each sample is quantized into one of a 

finite number of levels, which is then encoded into a binary 

representation 

 The quantization process is a rounding process; each sampled 

signal point is rounded to the “nearest” value from a finite set 

of possible quantization levels 

 The set of real numbers R is partitioned into N disjoint 

subset denoted by Rk, 1≦k≦N (each called a quantization 

region). Corresponding to each subset Rk, a representation 

point (or quantization level)       is chosen, which is usually 

belongs to Rk 
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 If the sampled signal at time i, xi belongs to Rk, then it is 

represented by        , which is the quantized version of xi  

       is represented by a binary sequence and transmitted. This 

step is called encoding 

 Since there are N possibilities for the quantized levels, log2N 

bits are enough to encode these levels into binary sequence. 

We always assume that N is a power of 2 

 The number of bits required to transmit each source output 

is R=log2N bits 

 The price paid for representing (rounding) every sample is 

the introduction of distortion 
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 The quantization function Q  is defined by 

                                                                 Rk 

 We can define the average distortion resulting from 

quantization. A popular measure of distortion is the squared 

error distortion defined as      

 x is the sampled signal value and        is the quantized value, 

i.e.,  

 If we are using the squared error distortion measure, then 

 

    Let X be a random variable, so are      and     . The average 

distortion is given by 
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 Example 7.2.1. The source X(t) is a stationary Gaussian 

source with mean zero and power spectral density  

 

 

    The source is sampled at the Nyquist rate and each sample is 

quantized using the 8-level quantizer which is shown in Fig. 

7.3. This figure has a1=-60, a2=-40, a3=-20, a4=-0, a5=20, 

a6=40, a7=60, and  

                                                        What is the resulting 

distortion and bit rate? 
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 Example 7.2.1. (Cont’d) The sampling frequency is fs=200 

Hz. Each sample is a zero-mean Gaussian random variable 

with variance  

 

 Since each sample is quantized into 8 levels, log28=3 bits are 

sufficient to represent (encode) the sample; therefore, the 

resulting rate is 

 

 To find the distortion, we have to evaluate                    for 

each sample. We have 

 

    where fX(x) is the PDF of the random variable X 
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 Example 7.2.1. (Cont’d) We have 

 

    or equivalently, 

 

 

    where 

 

     We obtain D≒33.38  
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 Example 7.2.1. (Cont’d) If we were to use zero bits per 

source output, then the best strategy would be to set the 

reconstructed signal to zero. In this case, we have a distortion 

of D=E(X-0)2=σ2=400  

 This quantization scheme and transmission of 3 bits per 

source output has enabled us to reduce the distortion to 

33.38, which is a factor of 11.98 reduction or 10.78 dB 
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 We choose the mean squared distortion E(X-Q(X))2, or 

quantization noise as the measure of performance 

 A more meaningful measure of performance is a normalized 

version of the quantization noise, and it is normalized with 

respect to the power of the original signal 

 The signal-to-quantization noise ratio (SQNR) is defined by 

 

    E(X2) is the signal power. E(X-Q(X))2 is the quantization noise 

power 
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 Example 7.2.2. Determine the SQNR for the quantization 

scheme given in Example 7.2.1. 

 From Example 7.2.1, we have PX=400 and D=33.38. 

Therefore, 

                       SQNR=PX/D=11.98≒10.78 dB 
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 Uniform quantizers are the simplest examples of scalar 

quantizers 

 The entire real line is partitioned into N regions 

 All regions except R1 and RN are of equal length Δ. This 

means that for all 1≦i≦N-2, we have ai+1-ai=Δ 

 It is further assumed that quantization levels are at a 

distance of Δ/2 from the boundaries a1,a2,…,aN-1 
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  In a uniform quantizer, the mean squared error distortion is 
given by 

 

 

 

 

 

 

 D is a function of two design parameters, a1 and Δ. In order 
to design the optimal uniform quantizer, we have to 
differentiate D with respect to these variables and find the 
values that minimize D  
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 Minimization of distortion is generally a tedious task and is 

done mainly by numerical techniques. Table 7.1 gives the 

optimal quantization level spacing for a zero-mean unit-

variance Gaussian random variable. The last column in the 

table gives the entropy of the quantizer 

 Entropy is defined as 

 

    , pi denotes the probability of the ith region 
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