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Chapter 5  Probability and Random 

Processes (I) 
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 A random experiment is any experiment whose outcome 

cannot be predicted with certainty 

 Flipping a coin, throwing a dice, and drawing a card from a 

deck of cards are examples of random experiments whose 

results (or outcome) of the experiment is uncertain 

 In flipping of a coin, “head” and “tail” are the possible 

outcomes. In throwing a dice, 1,2,3,4,5, and 6 are the 

possible outcomes. The set of all possible outcomes is called 

the sample space and is denoted by Ω 

 Outcomes are denoted by ω’s, and ω lies in Ω, i.e., ω    Ω 
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 A sample space is discrete if the number of its elements are 

finite or countably infinite, otherwise it is a non-discrete 

sample space 

 If we randomly choose a number between 0 and 1, then the 

sample space corresponding to this random experiment is the 

set of all numbers between 0 and 1, which is infinite and 

uncountable. Such a sample space is non-discrete 
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 An event is a collection of outcomes 

 In throwing a dice, the event “the outcome is odd” consists of 

outcomes 1, 3, and 5; the event “the outcome is greater than 

3” consists of outcomes 4, 5, and 6 

 We define a probability (measure) P as a set function assigning 

nonnegative values to all event E such that the following 

conditions are satisfied: 

1. 0≦P(E)≦1 for all events 

2. P(Ω)=1 

3. For disjoint event E1,E2,E3,… (i.e., events for which Ei∩Ej= 
Φ for all i≠j, where Φ is the empty set), we have 
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 Some properties of probability: 

 P(Ec)=1-P(E), where Ec denotes the complement of E 

 P(Φ)=0 

 P(E1∪E2)=P(E1)+P(E2)-P(E1∩E2) 

 If E1    E2 then P(E1)≦P(E2) 
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 Let us assume that the two events, E1 and E2, have 

probabilities P(E1) and P(E2) 

 The conditional probability of the event E1, given the event 

E2, is defined by 

 

 

 If it happens that P(E1|E2)=P(E1), then the knowledge of E2 

does not change the probability of the occurrence of E1. In 

this case, the event E1 and E2 are said to be independent. For 

independent events, P(E1∩E2)= P(E1)P(E2) 
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 Example 5.1.1. In throwing a fair dice, the probability of 

                      A={The outcomes are greater than 3} 

    is  

                      P(A)=P(4)+P(5)+P(6)=1/2. 

    The probability of  

                      B={The outcomes are even}  

    is  

                      P(B)=P(2)+P(4)+P(6)=1/2. 

    In this case, 
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 If the events {Ei}i=1
n are disjoint and their union makes the 

entire sample space, then they make a partition of the sample 

space Ω 

 For any event A, we have the conditional probabilities  

                       , P(A) can be obtained by applying the total 

probability theorem stated as 

 

 Bayes’s rule gives the conditional probabilities P(Ei|A) by the 

following relation 
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 Example 5.1.2. In a certain city, 50% of the population 

drive to work, 30% take the subway, and 20% take the bus. 

The probability of being late for those who drive is 10%, for 

those who take the subway is 3%, and for those who take the 

bus is 5%. 

1.  What is the probability that an individual in this city will be 

late for work? 

2. If an individual is late for work, what is the probability that he 

drove to work? 

 Let D, S, and B denote the events of an individual driving, 

taking the subway, or taking the bus. Let L denote the event 

of being late 
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 Example 5.1.2. (Cont’d)  

    From the assumption, we have P(D)=0.5, P(S)=0.3, and 

P(B)=0.2. We also have 

                            P(L|D)=0.1; 

                            P(L|S)=0.03; 

                            P(L|B)=0.05. 

 From the total probability theorem, 

         P(L)=P(D)P(L|D)+P(S)P(L|S)+P(B)P(L|B)=0.069 

 Applying Bayes’s rule, we have 
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 Example 5.1.3. In a binary communication system, the 

input bits transmitted over the channel are either 0 or 1 with 

probabilities 0.3 and 0.7, respectively. When a bit is 

transmitted over the channel, it can be either received 

correctly or incorrectly (due to channel noise). Let us 

assume that if a 0 is transmitted, the probability of it being 

received in error (i.e., being received as 1) is 0.01, and if a 1 

is transmitted, the probability of it being received in error 

(i.e., being received as 0) is 0.1. 

1. What is the probability that the output of this channel is 1? 

2. Assuming we have observed a 1 at the output of this channel, 

what is the probability that the input to the channel was a 1? 
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 Example 5.1.3. (Cont’d)  

    Let X denote the input and Y denote the output. From the 

problem assumptions, we have 

                   P(X=0)=0.3;    P(X=1)=0.7; 

                   P(Y=0|X=0)=0.99; P(Y=1|X=0)=0.01; 

                   P(Y=0|X=1)=0.1; P(Y=1|X=1)=0.9 

 P(Y=1)=P(Y=1,X=0)+P(Y=1,X=1) 

                =P(X=0)P(Y=1|X=0)+P(X=1)P(Y=1|X=1) 

                =0.633 

 From Bayes’s rule, we have 
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 A random variable is a mapping from the sample space Ω to 

the set of real numbers  

 In other words, a random variable is an assignment of real 

numbers to the outcome of a random experiment 
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 Example 5.1.4. In throwing a dice, if the player wins the 

amount that the dice shows if the result is even and loses that 

amount if it is odd, then the random variable is 

 

 

 A random variable is discrete if the range of its values is 

either finite or countably infinite. The range is usually 

denoted by {xi} 

 A continuous random variable is one in which the range of 

values is a continuum 
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 The cumulative distribution function (CDF) of a random 
variable X is defined as  

 

     which can be simply written as 

 

 The CDF has the following properties: 

 0≦FX(x)≦1 

 FX(x) is nondecreasing 

 limx →-∞FX(x)=0 and limx →∞FX(x)=1 

 FX(x) is continuous from the right, i.e.,         FX(x+ε)=FX(x) 

 P(a<X≦b)=FX(b)-FX(a) 

 P(X=a)=FX(a)-FX(a-) 
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 For discrete random variables, FX(x) is a staircase function. A 

random variable is continuous if FX(x) is a continuous function 
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 A random variable is mixed if it is neither discrete nor 

continuous  
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 The probability density function, or PDF, of a continuous 

random variable X is defined as the derivative of its CDF. It is 

denoted by fX(x), i.e., 

 

 Properties of PDF are as follows: 

 fX(x)≧0 

   

   

 In general,  

 FX(x) 
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 For discrete random variables, we generally define the 

probability mass function, or PMF, which is defined as {pi}, 

where pi=P(X=xi) 

 For all i, we have pi≧0 and   
i
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 Bernoulli random variable. This is a discrete random 

variable taking two values, 1 and 0, with probabilities p and 

1-p 

 A Bernoulli random variable can be employed to model the 

channel errors 

 Binomial random variable. This is a discrete random 

variable giving the number of 1’s in a sequence of n-

independent Bernoulli trials 

 The PMF is given by 
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 A binomial random variable can be used to model the total 

number of bits received in error when a sequence of n bits is 

transmitted over a channel with a bit-error probability of p 

 Example 5.1.5. Assume 10,000 bits are transmitted over a 

channel in which the error probability is 10-3. What is the 

probability that the total number of errors is less than 3? 

 In this example, n=10,000, p=0.001, and we are looking for 

P(X<3). We have 
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 Uniform random variable. This is a continuous random 

variable taking values between a and b with equal 

probabilities for intervals of equal length 

 The density function is given by 

 

 

 When the phase of a sinusoid is random, it is usually modeled 

as a uniform random variable between 0 and 2π 
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 Gaussian or normal variable. The Gaussian, or normal, 

random variable is a continuous random variable 

 The density function of a Gaussian random variable is 

described as 

 

 There are two parameters involved in the definition of the 

Gaussian random variable. The parameter m is called the mean 

and can assume any finite value 

 The parameter σ is called the standard deviation and can 

assume any finite and positive value. The square of the 

standard deviation σ2 is call the variance 
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 A Gaussian random variable with mean m and variance σ2 is 

denoted by N(m,σ2). The random variable N(0,1) is called 

standard normal 

 The Gaussian random variable is the most important and 

frequently encountered random variable in communications 

 Thermal noise is the major source of noise in communication 

systems and has a Gaussian distribution 

 Assuming that X is a standard normal random variable, we 

define the function Q(x) as P(X>x). The Q-function is given 

by the relation 
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 It is easy to see that Q(x) satisfies the following relations: 
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 Two important upper bounds on the Q-function are 

                                                     for all x≧0 

    and  

                                                     for all x≧0 

 A frequently used lower bound is 

                                                            for all x≧0 

 If X is a N(m,σ2) random variable, we have 
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 Example 5.1.6. X is a Gaussian random variable with mean 

1 and variance 4. Find the probability that X is between 5 and 

7 

 We have m=1 and σ=2. Thus,  
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